Matrices and
Determinants

INTRODUCTION

This umit introduces the fundamental concepts and operations of matrices, equipping
students with the skills to perform matrix addition, subtraction and multiplication
involving hoth real and complex entrics, It explores the essential propertics of
determinanis and provides techniques for evaluating the determinant-of s 3x3 matrix
using cofactors and determinant properties. Studenis will Jeam to apply row
operations to determine the inverse and rank of matrices, -ag well ag distingnish
between consistent and inconsistent systems of linear equations through practical
examples. The unit further explores imio solving systems of linear equations, both
homogensous and non-homogeneous, using advanced methods such as matrix
inversion, Cramer’s Rule and Gaussian elimination, Emphasis is placed on the real-
world applications of matrices in diverse fields such as graphic design, cryptography,
data encryption, geomeiric transformations and highlighting the importance and
versatility of matrix algebra in solving complex, practical problems.

4.1 Matrix

While solving linear systems of equations, a new notation was introduced to reduce
the amount of writing. For this new notation the word matrix was first used by the
English mathematician James Sylvester (1814 — 1897). Arthur Cayley (1821 — 1895)
developed the theory of matrices and used them in the linear transformations. Now-a-
days, matrices are used in high speed computers and algo in other various disciplines.
The concept of determinants was used by Chinese and Japanese mathematicians but
the Japanese mathematician Seki Kowa (1642-1708) and the German Mathematician
Gottfried Wilhelm Leibniz (1646-1716) ere credited for the invention of
determinants, G. Cramer (1704-1752) emploved the determinants successfully for
solving the sysiems of lincar equations.

A rectangular array of numbers enclosed by a pair of bracket is called a matrix such as:
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calladoolnmm The numbers used in rows or columms are said to be the entries or
elements of the matrix.

The mairix in (i) has two rows and three columns while the matiix in (ii) has four
rows and three columns, Note that the mumber of the elements of the matrix in (i1) is
4x 3=12. Now the general definition of a matrix is:

Generally, a bracketed rectangular amay of mn elements a1, 2, 3, ..., m
j=1,2,3, ..., n), arranged in 7 rows and » columns such as:

G, &3 Gy ‘" &,
awa a. %
LR G

G Gz g " By,
ie called an m by » matrix (written a5 mx nmatrix), where mx 7 is called the order
of the matrix in (iii}. The matrices are usually represented by the capital letters such
as 4, B, C, X. ¥, etc., and small letters such a8 g b, aLmm or a,,a,,8;, .., etc.,
are used to indicate the entries of the matrices.
Let the matrix in (iil) be denoted by 4. The ith row and the jth column of A are
indicated in the following tabular representation of A.

Jith column
4

[ a, By, Ty v iy &, |
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The elements of the /th row of 4 are a,, a,, a4, ... ;... 2, while the elements of the
Jjth column of 4 are @, @,, 4;...4,...a,,. We note that a,, is the element of the ith
row and jth colummn of 4. The double subscripts are useful to name the clements of

2 -1
the matrices. For example, the element 7 is at a,, pusitiuninthnm:m'ix[ .4 ﬂ

For convenience, we shall write the mainx A4 as:
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A=[a) o d=[g], fori=1,23,..,mj=1,23, .., n8 where a, is the
glement of the ith row and jfth colummn of 4.
The elements (entries) of matrices need not
always be numbers but in the study of | Thematrix 4iscalled real matrix
matrices, we shall take the elements of the | if all of its elements are real,
matrices from R or C.
Row Matrix or Row vector: A matrix, which has only one row, ie., 1x»a matrix of
the form [a, a, a, .. a,] i said to be a row matrix or a row vector.,
Colymn Mairix or Column Vector: A matrix which has only ene column ie.,
a;
Gy

an mx 1 matrix of the form | a5 | is said to be & column mattik or a column vector.

Oni
: 2
For example [1 -1 3 4] is a row matrix having 4 columns and |—1{is a column
' 3
matrix having 3 rows.
Rectangular Matriz: If m# n, then the matrix is called a rectanpular matrix of
order mxn, that ig, the matrix .in which the number of rows is not equal to the
number of columns, is said to e a rectangular matrix. For example;
2 =30
[2 3 1:|and1 il are rectangular matrices of orders 2x3 and 4x3
-1 0 4 3 -15
01 2
respectively.
Square Mafrix: If m = n, then the matrix of order mx 2 is said to be a square matrix
of arder n or m. i.¢., the matrix which has the same number of rows and columns is

1 1 2
2
called a square matrix. For example: [D],[_l z]and 2 -1 8| are square
3 5 4

matrices of orders 1, 2 and 3 respectively.




Let A = [ay] be a square matrix of order n, then the entries a,, @,,, 4y, . G, Torm

the principal diagonal for the mairix 4 and the entries @,,, 4, ;s % aps ~os Gei2r @

form the secondery diagonal for the matrix 4. For example, in the matnx

Gy Gy Gy Gy

@y dp Gy Gy . _— —
, the entries of the principal diagonal are a,,,4,,,4;.,, 9nd the

Ay H33 G5 6y

Gy Gy Gy Gy

entrics of the secondary diagonal are a,,a,,a,, .4,

The principal diagonal of a square matrix i3 also called the leading diagonal or main

diagonal of the matrix.

Dlagonal Matrix: Let 4 = [ay] be a square matrix of order n,

If ay = 0 for all i= jand at least one ay = 0 for { =, that is, some elements of the

principal diagonal of 4 may be zero but not all, then the matrix A is called a diagonal

. 8 0 0000
1 _
[7].]10 2 o andgn_ggmdiagonalmatiees.
00 5 _
0 0.0 4

Sealar Matrix: Let A = [ay] be & square matrix of order 2.
If ay =0forall i+ janday =¥ (some non-zero scalar) for all i =, then the matrix
A is called a scalar matrix of order #. For example:

a 0 0 3000

70 0300 ;

0 7/ 0 a O|fa+#0)and 0030 are scalar matrices of order 2, 3 and 4
0 0la 0003

respectively.

Unit Matrix or [dentity Matriz: Let 4 =[ay] be a square matrix of order n. If a; =0
forall i+ jand a; =1 for all { =], then the matrix 4 i3 called a unit mairix or identity
matrix of order n. We denote such a matrix by I, or simply f and it is of the form:
100 -
010 -0
L={001 -

000 -1
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100
Thaidmﬁtymaﬁxofmaisdsmtadby.f,,tha:ia,g{n 1 n}
001

Null Matrix or Zere Matrix: A square or rectangular mairix whose each element is
zero, is called a mull or zero matrix. An mx n matrix with all its elements egual to
zero, is demoted by G, ,. Null matrices may be of any order. Here arc some

examples:

DDGOUDBDDD
[n],[nno].[ ][ }o 0000

00090 DDD 000 0

erg null matrices of order 1,1 x 3,2 x 3,2 x 2, 3 x 1, 3 x4 respectively.

Equal Matrices: Two matrices of the same order are said to be equal if their
corresponding entries are equal. For example, 4 =[a.],, ,and B = [b], , , are
equal, i.e., A =B iff a; =5, fori=1,23,.,m, j=123,.., n In other words, 4
and B represent the same matrix.

Transpose of & Matrix: If 4 is a'matrix of order mx» then an ax mmatrix
obtained by interchanging the rows and columns of 4, is called the transpose of 4. Tt
is denoted by 4°. Let 4=[a,],,, then the transpose of 4 is defined as:

4" =[d}],., where ay=a, fori=1,2,3,..,n8nd j=1,2,3, ..., m

\ D By Be By by
For example, if B=[8,]., =6y, &, by by |, then
by by by by

B =[¥,],, where b)=b, fori=1,2,3,4andj=1,2,3 e,

bl'l bI'Z b:!- b].l bz:l b!-'l

By o Ba| |Ba bu b

by by By |by by By

b;] b’ﬂ b:a bl" bil- b34

Note that the 2* row of B has the same entries respectively as the 2™ column of
B' and the 3™ row of B has the same entries respectively as the 3™ column of B ete.

B'=
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4.2 Matrix Operations

Matrix operations involve various techniques and procedures applied to matrices.
These operations are foundational in linear algebra and have applications in
numerous fields such as computer graphics, physics, statistics, etc. Here are some key
4.2.1 Addition of Matrices

Two matrices are conformable for addition if they are of the same ordsr.

The sum 4 + B of two mxn, matrices A=|a, | and B=[b, | is the arx nmatrix

C=[cy:| formed by adding the coresponding entries of 4 and B together. In
symbols, we write as C =4 + B, that is:
[c#]=[ay+b,:| where ¢, =a, +h,for i=1,2,3,.., m;j=1,23,.., n
4.2.2 Subtraction of Matrices
If A=[a,]and B = [b,]are matrices of order mx n, then we define subtraction of B
from A as:
A—B =4+(8)

= [ay]+[_bg] =[ay+(_‘bg)]=[ﬂ¢_bg] for i= 1125 3! "'!m;j= 1!2!3l reny P
Thus, the matrix 4 — B is formed by subtracting each entry of B from the
corresponding entry of 4.

If 4=|3 ? > i]ma:F 3 -1 -i],thenshnwthat
0 271 6 i 1 % -
(A+B) = 4"+ B’
Solution
1 00=1 2] [2 =1 3 17 [142 0+ -1+3  2+1
A+B=[3.T 2 S5[+[1 3 -1 4|=|3+1 143 24D 5+4
0 -2 1 6] [3 1 2 -1] [0+43 =241 142 6+(-D)
'3 =1 2 3]
|4 4 1 9
3 -1 3 5]
3 4 3
and (4d+B)f = 2‘ ‘1" 31 G
3 95




U1 4 ) Matrioes st Determanants < 50 > Mathematies

1 3 0 2 1 3
s o1 -2 c -1 3 1
A=l 4 (|mB=4 5 5
2 5 6 1 4 -1
"1 3 0] 2 1 371 [3 4 3

R T I T R I EE )

= AREA s M a2 2 13 (1)
2 5 6/ (1 4 <1 [3 9 5

From (i) and (ii), we have (4+B)=4'+8*
4.2.3 Scalar Multiplication
Ad=[a,]Bmxn matrix and k is a real or complex number, then the product of k and
4, denoted by kd, is the matrix formed by multiplying cach entry of 4 by  that is
kA =[ka;] 2
Obviously, orderof k4 is mx n, -
4.24 Multiplication of two Ma'tcices

Two matrices 4 and B are said to be conformable for the product A8 if the mumber of
columns of 4 is equal to the number of rows of 8.

Let A=[ag]bea Zx3 maﬁxmﬂB=[bﬂ]bea3K2mattix,thenthﬂpmdmtABis
defined to be the 2x2 matrix C whose element ¢, is the sum of products of the

corresponding elements of the ith row of 4 with elements of jfth column of B. For
example, the element ¢,, of C is shown in the figure (A), that is
1 column of §

>by

by
MW
T rowol A 3y O dy

Figure (A}
€ = G By + aphy, +ay by, Thus

B, &,
AB=|:"'11 &, als] I:aubu"'ﬂmbm"'aubsl aubu"'aubm"'“ubu] @

@y Gun G8pz f: z I by + By + @by, Gybyy ARy Ay

If n is a pogitive inieger, then

A+ A+ A+ --- tyn termg =nd,




Mameaates (0

By By
by +byp@y By + B0, by t+bpan

=0yt +Hbyay  byia t bty byt 50y, (ii}

| byyay, +bypa;,  byay +bpay, By + b0,

From (i) and (ii), 48 and B4 are calculated their orders are 2x2and 3Ix3

respectively.

Notel. In general, A8+ BA

Note 2. If the product 45 is defined, then the order of the product can be illusirated as
given below:

Order of A mxn
Order of B Cnxp
Order of AB MXp
2 -1 2. =2 3
A2 (If A=(1 2 -3|andB=|-1--4 6], thencompute 42B.
1 2 -2 0 -5 5

2 -1 072 -1 o0
A, A’=4.4=|1 22 -3||1 2 -3
1.2 2|1 2 =2
(4140 -2-2+0 0+3+0] [3 -4 3
24+2-3 —1+4—6 0-6+6(=|1 =3 0@
12+2-2 -1+4-4 0-6+4| |2 -1 -2
(3 -4 370[2 -2 3
A’B=[1 -3 o0 ||-1 -4 6
2 -1 =-2||0 -5 5§
g
3
6

(6+44+40 —6+16-15
=2+3+0 —-2+1240
| 4+1+0 —4+4+10

Note: Powers of square matrices are defined as:
A =Ax A A =AxA%A

A=A x4 x4 x - ton factors.

24+15 e -5 0
—1840 |=|5 10 -15
-6—-10 5 10 -10
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4.3 Prnpertles of Matrix Addition, Scalar Mulfiplication and
Matrix Multiplieation
If A, B and C are conformable for the indicated sum or product of matrices and ¢ and
d are scalars, then following properties are true:
@ Commutative property w.r.t. additlon: A+B=8+4
() Associative property w.r.l additon: (4+ B)4+ C=A4A+(B+C)
(ill) Associative property of scalar multiplication: (cd)d = c(d4)
@v) Existence of sdditive identity: A+0 = O+4=4 [i.i“ _ m:: ]
(v) Existence of multiplleative {dentity: I4 = AT=4 (7is unit/identity matrix)
(vi) Distributive property w.r.t scalar multiplication: , (7,
(8 co(d+B)=cd+ch () (c+d)A=cd+dd
(vll) Associative property w.r.t. multiplication: A@C‘) =(AB)C
(viii) Left distributive property: A(B+C) = AB+ AC
(ix) Right distributive property: (4 + BYC=4C 1+ BC
(x) o(AB)=(cA)B=A(cB)

0

. 1 1 -1 0
[RTYnai3] FindABandB4if 4=|1 4 2|and B=(2 3 -1
w306 1 -2 3

2 0 19U -1 0
1 422 3 -1
3.0 6/[1 -2 3
[2x1+0x2+1x1 2x(-D+0x3+1x{(=2} 2x0+0x(-1)+1x3
e | Ik 1+ 4% 2+ 2x1 Ix(-1)+4x3+2x(-2) 1x0+4x(-1)+2x3
[3x14+0x2+6x1 3Ix{-D+0x3+6x(-2) 3x0+0x(-1)+6x3

Solution V.1

(3 -4 37
=ln 7 2 @
9 -15 18
1 -1 o0[2 0 1
BA=2 3 -1|[1 4 2
1 -2 3[[3 06
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(1% 2+ (-Dx14+40%x3 1x0+(-D)x4+0x0 1x1+(-1)x2+0x6
= 2% 24+ 3x1+(-1)x3 2x0+3Ix4+(-Dx0 2x1+3x2+(-1)x6
[ Ix2+(-2)x1+3x3 Ix0+(-2)x4+3%x0 Ix1+(-2)x2+3x6

1 -4 -1

=4 12 2 (ii)
9 -8 15
Thus, from (i) and (if), 4B= BA
¥ EXERCISE 4.1
1. If A=[q,L.,, then show that
Q) LA=4 () A=A , O
0 -1 2 2 1 -] Te 0 =2
2, 1¥4=(3 2 1|, B=|1 2 4|ed &5|-1 5 O |,thenfind
1 0 4 12 1|A 3 4 -1
) 4-B (@ B-C @) @-B)-C @) 4-(8-C)
i u -+ 1] AXFu 1
3. lfA=[ ;|,3=[* ]mﬂ_‘f)=’ , _],mmah-:rwthm
1 = A4 1] & | = i
(i) (4B)C=4(BOC) 0 (i) A(B+C)=d4B+AC

4, If 4 and B sre sguare mat:méﬂ of the same order, then explam why in general;
() (A+B)Y=A4A"+248+ 5 (i) (A—B)Y' =4 -24B+F
(iii) (A+B)YA—Bys 4 - B
-1 2 ¥
5. Ifd=| )P 2|, then find A+ A, A—4', AL, A'Aand (4')
“J=3 5 3

i

2. 01
6. Solve the matrix cquation 4> —54+47/-X =0 if 4=|2 1 13
1 -1 0
7. If A and B are two matrices such that A8 = B and B4 = 4, show that
A+BF=A+B.
4.4 Determinants
The determinants of square matrices of order »>3, can be written by the following
pattern. For example, ifn=13
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@, @ 4y &y @y 4y
A=|ay a, ay; | then the determinantofd =|d|=la, a, a,
Gy &y Gy T B B

Now our aim is to compute the determinants of maitrices of various orders.

4.4.1 Minor and Cofactor of an Element of a Maltrix or its Determinamt
Minor of an Element: Let us consider 8 square matrix 4 of order a, then the minor
of an element &,, denoted by M is the determinant formed by deleting the ith row

and the jth column of A(or| 4)).

& ay @y
For example, consider a square matrix 4 of order 3, A=|a,, a3 “a,
B Gy Gy
To find the minor of the element a,,, delete the first row and second colummn of 4
@, @, dg) .
- ‘an ﬂn‘ A

. Ay Gy
By 3yl Gy '

Cofm:t;}_r of an Element: The cofactor of an element a, of & square matrix A denoted
by 4, is defined by 4, = (-1)"/ M,

2 g o pye [P s a x
For example, 4, =(-1) Mu=(_l) i = —an i
4.4.2 Determinant 6f a Square Mairix of Order n =3
&, 4 G4
If A is a matfix of order 3, thatis, 4=|a, a,, a |, then:
ay @y ay
|4 =, 4y +ap4,+a,4;  fori=123
or (A =a4,tad, a4, for j=1,2,3
For example, for i=1, j=1andj=2, we have
4| = a4, +a,4; +a,4, &y
or | 4= a4, +ay Ay +a8y, 4y (id)
or |A|= 2,4, + apdy +az 4, (i)

(iif) can be written ag: 4] = a,(~1)"*2 M,, + 2 (—)** M, +a, (-2 M,,




(iv)
Similarly (i) can be written s |4 = a,,M,, — .M, +a,M;, ®
Puiting the values of M,,,M,, and M, in (v), we obtain
- By Gy By 8y 3y 4p
‘A| =t Byy Gy By By i By, By
O |4 =8, (88 — i) — Oy (A — B8y, ) + 81y (8 — 0,0, ) (vi)

or |A =a,a,a,+8,a,a, +8,0, 8, — 0,80y, — 0,0,,3,, — &Gz, (vii)
Equation (vii) is the required expansion of determinant of square matrix of order 3.

1 -2 3
[ETTTIT 4] Evaluate the determinant if =2 3 1
4 -3 2
1 -2 3
SOLCION, |4=-2 3 1
4 -3 2
vsing |4 =a, My, —a, M, +a,M,y ,We get

31 — 241 —2 3

[4=1 2“"2?‘-:* P P
161 NHACDQ)- @] +3[D(H-12]
= (6+3)+ 24— 4+ 3(6-12) =916 18 =25

1 2 3
[ET0 0 5| Find the cofactors 4, 4, and 4,of A=|-2 3 1 |andfind |4.
4 32
XTI, We first find M), M, and M, ,
2 1 1 3
an—‘4 2‘=_.4_.4=_a ,MQ—L 2=2—12 =—10
1 3
and MH=‘_2 1‘=1—(—6) =7

Thus Ay, = (DM M, = (1) =8 Ay =DM, =1(-10)=-10
A= (PP My = (1Y) =7

and ] = @,,4,; + @y dyy + Ay Ay, =(-2)8+ H-10)+ (=3X-T)
= -16-30+21=-25
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4.43 Properties of Determinants

i.  For a square matrix A4, [4| =|4"

ii. If in & square matrix A, two Trows or two columns are interchanged, the
determinant of the resulting matrix is —|4|.

iii. 1fasquare matrix 4 has two identical rows or two identical columns, then |4|=0.

iv. Ifall the entrics of a row (or a column) of a square matrix A are zero, then |4 =0,

v. If the entries of a row (or a column) in a square matrix 4 are multiplied by a
number k€ R, then the determinant of the resulting matrix is k4|,

vi. If each entry of a row (or a column) of a square matrix consists of two terms,
then its determinant can be written as the sum of two determinants, 1.¢., if

[a,+8, a, a,
B =|ay+h, a, a, | then
ay +hy 4, a,
ay+h, a, a,| |ay @y ey &y ay ay
Bl = |y +dy ay an|=\@y 6y G+ by a4y dy
Ay thy Gn Gn| Gy dn Gy By @y @y
vii. If any row (column) of a determinant is multiplied by a non-zero number & and
the result ig added to the corresponding entrics of another row (cohumn), the
value of the determinant does not.change.
viii. 1fa matrix is in triangular form; then the value of its detarminant is the product
of the eniries on its main diagonal.
(ST We shall define triangular matrioes on page 61. |
X a+x b+c
PRI 6| Without expansion, show that (x b+x c+a|=0
X c+Xx a+b
EIITTTN, Adding the entries of C, to the corresponding entrics of G,
* a+btc+x b+e
LHS=|x a+b+c+x c+a
x a+b+c+x a+b

1 e (bytakingxmnnmnﬁ‘omq ami)

= 11
x(a+b+c+x}1 y c:—-: (@ +b+c+x) commen from C,
a

= x{a+b+c+x)-0 (- €| and C, are identical)
=0=R.HS
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4.5 Adjoint and Inverse of a Square Matrix

a, a, 613] A, A, Au]

Let A=|ay a, a, |, thenthe matrixofco-factorsofd=|4, 4, 4,|,

@, Gy & Ay, Ay Ay
All Aﬁl Aﬂl
endadj 4= |4, 4, An]
A, A, 4,

Inverse of a Square Matrix of Order = 2 3: Let 4 be a non singular (J4| # 0) square
matrix of order n. If there exists a matrix B such that AB = BA=[,, then B is called
the multiplicative inverse of 4 and is denoted by 47", It is obvious that the arder of
A7'i8 mxn.
Thus, A4 =1 and A7'4=1,
If A is non singular matrix then

41

A MM'M

1 02
Find A7if 4=|0. 2" 1|.

-1 1
Weﬁrstﬁndth#cﬁfammofthee]ementsofd.

w2 1 6 W
A=CDT | =EDED=1
A”:(_I)M‘: -21‘=1'(°'2)=‘2- Ay = (1™

‘=1-(2+1)=3, A= (D"

1
1

0 2
iy 1‘=(—1)(0+2)=—2

2 1 0

_ g1yt
Az= (D i

‘=1-u—z)=—1. A= (—1)“‘

=(-1}-1-B)=1

B S
Pt

A= T =1 0-9)=—4, 4,=(-D*

1 2
A 1‘=u{—1){1—(:-)=—1

2 O = b

=1:(2-0)=2

e T ]

Ay=(1y"
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(4, A, 4 [3 1 -2
Thus  [Alha=|4y 4 4s|=|-2 -1 1
4 4, 4] |4 1 2

Mameaates (0

i -2 4
and edjd=[LL,=1 -1 -1 (: Ay =4, fori,j=1,2,3)
2 1 2
Singe 4] = a4 +apd; + a4,
= 13)+ 0D +2(-2)
= 3+0-4=-1
3 -2 4] [-32 4
So A‘1=|—:!|ade=il 1 -1 -1f=-1"1 1
21l 22 -1 -2
P EXERCISE 4.2
1. Evaluate the following determinants;
1 -2 4 ath a-b « 2x x x
@ [3 -1 -3 @ V' a ath a-b Gi) |y 2y y
-2 3 2 la-b a a+b z z 2z
;- Withuulexpmsiunnﬁuﬂi that:
7 8 9 5 6 -1 -a 0 &
M 5 6.7|=0 (i 2 2 0|=0 (ii|0 —¢/=0
2.3 4 2 -8 10 ¢ -b 0
I mtn 1 2 1 3x be a & | & &
Gv) m n+d 1|=0 () 2 3 9x|=0 (vi) |eca b B|=]1 & F
n l+m 1 3 5 15x ab ¢ | 1 & ¢
3. Using properties of determinants, show that:
3 5 0 3140 a+x a4 a
@ |5 25 10=251 1 2 (i) | a a+x a |=x(a+x)
7 25 1 7 51 a a atx




(v)

(vi)

(vid)

(viii)

(ix)

(x)

(=)

(xid)

<o> Mt

1 x yz€l |1 x ¥ 1 x X
1y =1y 5 @ 1 » ¥|=&-yNry-zXz-x)
1z xy( |1 z 2 1z 2

1 1 1

a+l B+l e+l |=(a-b)(b—c)(c—a)
(a+1) (b+1) (e+1)

a+b c?

a b+ ot =4

b ¥ f+d

a b ¢

b+e c+a a+b
ag+bh b+ec c+a

=a*+b +e&' —3abc

Z+E a [ ]
b b+t b
[ C c+i

a-b—-c¢ 2a 2a
2b b—c—-a  2b
2c 2 7 c-a-b

={a+bFc+r)

=(a+b+cy

y+z zt+x xty

¥ oy 2z |=(x+y+2E-p0-2)(z-x)
ey 2
1 1 1

a+1 b+l c:2+l=(a—b)(b—c)(c—a)(ab+bc+m—l)

a+a P+b +c

1+a 1 1 1 a a*—bc
1 1+b 1 |=abet+ab+betea (xii) (1 b F—cal=0
1 1 1l+¢ 1 ¢ &—ab
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2x+3 x+2 x+a

(xiv) |2x+5 x+3 x+b=0 ,where2b=a+c
2x+7 x+4 x+tc
a b c

(x¥) ¢ a b=(a+b+c)(a+bm+mz)(a+bm’+m:),wheren:isa.u
b ¢ a
imaginary cube root of unity.

1 2 -3 5 -2 5
4, IfA=|0 -5 0 |and B=|-3 -1 4|, then find:
-2 =2 7 -2 =1 2

() Asdpdyond |4 (D) By By, B, and |5
5. Find the vahies of x ift
2 1 = 1 x-1-3 1

11
M [-1-4 3=5 (i |1 r¥l 2/=9 @) 2 x 2/=0

x 1 0 423 = 36 x

T3 2 31

6. Find |A4'| and | £4)if: () ﬁ:[z . 3] i) A=|2 2
1 3

7. 1f A is a square matrix @forder 3, then show that |54 =& | 4.
8. Find the values of Wif 4 and B are singular.

4 23] [2 45
A=|7 A8 B=|1 -2 1
2.3 1 2 2 0
i ~F
9. Findthemverseof A=|—5 0 4 |andshowthal A"4d=1,
|5 40
10. Verify that (4B) = B* A" if:

_ 1 =] P S b2 1 -3
®4=|, , || md B=|-3 2| @ 4=|1 4|md B=|
0 1 2 1




[FTE 4y Matrtess mnd Determtusnts <61 > Mathematies

4.6 Elementary Row Operations on a Matrix
Usually, a given system of linear equations is reduced to a simple equivalent system
by applying clementary operations which are stated as below:

() Interchanging two equations.

(ii) Multiplying an equation by a non-zero number.

(iii) Adding a multiple of one equation to another equation.
Corresponding to these three elementary operations, the following elementary row
operations are applied to matrices to obtein equivalent matrices:

(i) Interchanging two rows

(i) Multiplying a row by a non-zero number farives 4 and B

(iii} Adding a multiple of one row to another row : bylfB van
Notations that are used to represent row operations for (i) N s Finike apply mE.nf
to (iii) are given below: operations on 4.

« Interchanging R and R, is expressedas R, & R,,
o ktimes Rjis denotedby KB, 5 R, 5.0
» Adding ktimes R, to R, is expressed as R+ kR, — R/
(R is the new row obtained after applying the row operation).
For equivalent matrices 4 and B, we write 4 & B,
HARBthenB R A
Upper Triangular Mairiz: A squire mainx A=[a,]is called an upper inangular
matrix if all elements below the principal diagonal are zero, that is,
a,=0forall {3}
Lower Triangular Matrix: A square matrix 4 =[a,]is said to be lower triangular
matrix if all elements above the principal diagonal are zero, that ik,
ay.= Oforall i< j
Trisngular Matris: A square matrix 4 is named as triangular matrix whether it is
upper triangular or lower triangular. For example, the matrices

1 000
o2 2 3 200
0 1 4|and i i %0 are triangular matrices of order 3 and 4 respectively.
%98 -1 2 3 1

The first matrix is upper triangular while the
second i8 lower triangular,
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4.7 Echelon and Reduced Echelon Forms of Matrices

In any non-zero row of & matrix, the first non-zero eniry is called the leading eniry of

that row.

Echelon Form of a Matrix

An mx s matrix 4 is called in echelon form if:

(i) The number of zeroa before the leading entry is greater than the number zeros in
the preceding row.

(ii) Every non-zerc row in 4 precedes every zero row (if any).

(iii) The first non-zero entry (or leading entry) in each row iz 1.

01 -2 4 1 2 3 4
Thematrices |0 0 1 2|and |0 0 1 2| areinechelonform
00 0 0 00 0 1

Redoced Echelon Form of o Matriz: An mx nmatrix A is said to be in reduced
{row) echelon form if the first non-zero entry (or leading entry) in R liesin C,, then
all other entries of C; are zero.

010 4 1 2.0

The matrices [0 0 1 2mdn 0“1 0 |are in (row) reduced echelon form.
000 00 0

2

1

3

Hgg

0

-1 9
LT 8| Reduce —1 2 -3 |to (row) echelon and reduced (row) echelon
' 3 2
form.

2.3"-1 9 1 -1 2 -3
BT M -1 2 3|, &2 3 -1 9| ByROR

3 1 3 2 3 4 3 2

1 -1 2 -3 11 2 -3

Bo 5 —5 15| WEACDRSEK Rlg 1 g 3| Ly p
0 4 -3 11| WBORSE g 4 3 1) f

1 -1 2 3] 10 1 0

Bo 1 -1 3| R+r,-8 Blo1 -1 3|gurnx
00 1 -1 00 1 -1
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1 00 1
RBlo 10 2 By R, +(-1)E; - R
0 0 1 -1 end R, +1.8, 5 R,

1 -1 2 3 100 1
Thus |0 1 -1 3 | and [0 1 0 2 |are(row)echelon and reduced (row)
0 0 1 -1 001 4

echelon forms of the given matrix respectively.
Inverse of 8 Matrix: Let 4 be a non-gingular matrix. If the application of elementary
row operations on 47 in succession reduces A to 7, then the resulting matrix is 7247,

2 5 -1
| T T8 Find the inverse of the matrix A=|3 4 2
1 2.-2
25 -1
[4=3 4 2|=2(-8—4)-5(-6-2)=1(6—4)=-24+40-2=40-26=14
1 9 =2
As |40, 50 A is non-singular.
25 -1:100
Appending I,on the right of the matrix 4, we have |3 4 2 010
: 2 2:001
Interchanging R, and Bywe get,
12 =2:001 1 2 22:00 1
34 2 501 0(80-28:01 3 WEEIRK
2 5% 100 |01 3:1 0 2 WECIR-EK
1 ,
By By =3k, wa get
12 -2:0 0 1 1¢ 6 :0 1 =2
: 1 3 |g . 1 3 . .
01 4:0-— " |Blg1-4:0— - |[whetDBoE
2 2 2 2 |mdR+{R SR
01 3 i1 0 =2 . 1 7
00 7 1 = -—
B 2 2
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106 0 1 -2 (100 _g; 1
01 4:0 —L 3 (Bl., .4 _3 _1BVR+CORK
2 z 7 14 7 |and R, +4R, >R
11 1 1 1 1
oo 1~ L -1 111
s 7 14 2 | _001 7 14 2
_6 4
7 7
Thus, the inverse of 4 is 4 3 1
7 14 2
1 1 1
7 14 2

Rank of g Matrix: Let 4 be a non-zero matrix, [f-7 is the number of non-zero rows
when it is reduced to the echelon form, then r is called the rank of the matrix 4.

-1 2 3
Find the rank of the matrix. [2 - 0 7 -7

3 1 12 -11

ByR,+(-2)R > E,
and R, +(-3)& — K

-3

2 371 1 4
7 -7 |Blo~2
12 -11f. |0 4
2 % 1 -1
3

alipg 1 R 1
s 5 BT oRoR F0 ] S [BYRAHCOR SR

0 46 -2 0 0 0
Asthemniﬁgrufnon—zmmwsisthmﬂ:egivenmﬁxismducedwechﬂm
form, therefore, the rank of the given matrix iz 2.
4.8 System of Non-Homogeneous Linear Equations
Three lingar equations in three varigbles such as:

ax+by+cz =d,

axthytez =d, )

ax+hy+eoz =d,
is called a gystem of non-homogeneous linear equations in the three variables x, y and
z, if constant terms d;, 4, and &, are not all zero.

2 3
S |
& -2

1
Solution | PR

i1

1

=]

Rlp 1

=T JRW
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if the aystem has 8

unigue sohition or it has infinitely many solutions,
Inconslatent: A system of linear equations is said to be inconsistent if the system has
1o solution.
Now we will solve the system of non-homogeneous linear equations with the help of
the following methods:
(i) Using reduced echelon form
(ii) Using matrix inversion method
(iii) Using Cramer's rule
4.8.1 Reduced Echelon Form
There are following steps to solve & system of non-homogeneous linear equations (i):
(i) Convert to sugmented matrix
a b ¢ |d
i.e. a & o |d,
a b ¢ |d
(ii) Convert to reduced echelon form
(ili} Solve by back substitution

Solve the following and explain a consistent and inconsistent system:
() 2Zx+5y-z=5 {ii) x+y+2z=1 (i) =x-y+2z=1

Ix+dy+2z=11 2x—y+7z=11 2x—6y+5z=T
x+2y—-2z=-3 o 3x+5y+4z=-3 3x+5y+d4z=-3
25 -1: 5
EINTTION (i)  The augmented matrix of the given systemis (3 4 2 : 11
1 2 -2 : 3

We apply the elementary row operations to the above matrix to reduce it to the
equivalent reduced (row) echelon form, that is,
2 5 -1 : 5 1 2 -2 : 3
34 2 ! 11| K3 4 2 ! 11| ByReR
1 2 =2 ¢ =3 25 -1 : 5
1 2 2: -3 1 2 -2 : -3
B0 -2 8 ! 20 |ByR+(-3)R >R R|0 -2 8 } 20 (Bys+zr—r
2 5§ -1: 5 01 3 : 11
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1
2
1 2 =2 -3 1 6 : 17 .
g0 1 —4 i -10[8l0 1 -4 i -10 z::tﬂzjz
01 3 :1|loo 72
1o 6 w] L LR P
RO 1 -4 0By k& RO 102 ST
0o 1 i 3| 001: 3 N T

Th;m, the solution is x=-1,y=2andz=3, therefore the given system of linear
equations has unique solution and it is consistent,

1 1 2+ 1
(ii) The angmentcd matrix of the given systemis (2 =1. 7 : 11
305 4 : =3

11 2% 1711 2 i1
2 -1 7: 1|0 -3 3 i 9 |Adding (-2, toR, md (IR, to R,

3 53 4: 3 0 2 2 : 6

112 :1 10 3: 4
I (i T L - +HDE - &
Weget, R0 1 1! 3| By—sR—R R01-1:-3| B&
3 »
02-2:6 000 ;:o| WECDESE
The piven system is reduced fo equivalent system
x+3z=4
P=z=-3
0z=0

The equation Qz= Dis satisfied by any value of z.
From the first and second equations, we get
x=-3z+4 {a)

and y=z-3
As z iy arbitrary, so we can find infinitely many values of x and y from equations (a)
and (b) or the given system, is satisfied by x=4-3¢, y=1-3 and z=1 for any real
value of .
Thus, the given system has infinitely mamy solutions and it is consistent.

1 -1 2 ;1
(iii) Them@nmtedman'ixufﬂluystemis[z -6 5 : 7]
31 5 4: 3
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2—65; 7 &0 -4 1 5 | Adding (-2)R, to R, end (-3R) to R, .
3 5 4:-3| [0 8 2: -6

We have, ) )
7 1
1-1 2§ 1 10 o i-5
5f.'ll—li—EB_l 501_1:_2 By R+ LR R
T 4" 4| wdR (R R
08 =216 00 0 ! 4 |

Thus, the given system is reduced to the équivalent systen;

e+ 7oL
4 &

glg 8
4 4
0z=4

The third equation 0z= 4has no solution, so the system as a whole has no solution.
Thus, the system is inconsistent.
memthltmm—eofﬂaﬁmﬁnﬁ).thn(mw}mkufﬁnwgmmmdn-m:mdﬂm
meﬂmtmﬂunfﬂm:y:ﬂnuﬁeumﬂ,thﬁi&Swhnhmuquﬂhﬂﬁmmhuufﬁevmbbum
the systemn (i
MWégthahwm@mucmmtmdm;mmmﬂmwufﬂn
coefficient matrix is the same au that of the sugmented mabrix of the system and equal to mmber of
‘wariables, (")

In the ease of the system, ﬁbmkdﬂz:mcﬁmmnmmthﬁmuﬂutaﬂhbwpﬂmhd
mllm.ufﬂ:uymmmh Mhhﬁmﬂ:ﬂmmhﬁufmblummmfﬁ}
Thm.mohuwﬁn;\n:ymmmﬂﬂmﬂhumﬂnﬂlymmhﬁnmﬂﬁomhoﬂm
coefficient maitix and the angmented matrix of the system are equal but the renk is leas than the number
ufvmmmm?mym
Inﬂl.um:b’ém:uyﬂm(m].wmhtﬂlnankufﬂmmcﬂinﬂmmmmtoqnalhﬂumkuf
the supmentad matrix of the system,

Thus, we obsarve that a syslem i inconsistent if the ranks of the coafficient matrix and the sugmentad
| malrix of the system are different.

4.8.2 Matrix Inversion Method

The matrix inversion method is a way to solve a aystemn of linesr equations using the
inverse of a matrix.

r

X -2 t+x =—4
AT 12| Use matrix inversion method to solve the system 2x —3x, +2x,=—6

2y +2e+x =5




Thﬂmnhixfnnnufﬂlegivenaystemin
1 -2 1][x] [
2 -3 3||x|=|-6
2 2 1llx 5

o AX=38 @
1 21 x it
Where A=|2 -3 2|, X=|x, |and B=| -6
2 I 1 X 5
1 =21 1 =2 1
As ‘A|=2 -3 2[ =0 1 0 ByR+-JR=E
2 21 2 2 1
Expanding by R, we have
11
=(—1}lz"“22 1‘=1—2=—1,ﬂ131:is,

| 4| 0, so the inverse of A exists and (i).can be written as

X=4"B (ii)
Now we find adj 4.
~7 210
> [4l.-[4“ |
-1 0 1

Ay =T, 4y =24, =10, 4y =4

sl P S ST
7 4 -1
So adjA=|2 -1 0
0 6 1

i i -7 4 -1 [7 -4 1
and A“=m adid=—12 -1 0|=|-2 1 0
0 6 1] [-10 6 -1
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| —4 7 <4 1]|[—4] [-28+24+5
=A-1 -6 |=| =2 1 0 -6 |= 8-6+0 1 i.ﬂ.,
| 5 -10 6 -1|| 5 40-36-5

Thus, the solution set 18 {(x), x,, x)} = {(1, 2, 1)}
4.8.3 Cramer’s Rule
Consider the system of equations,

Gy ¥, + 85X, + @y =by ]

g oM N MR
i

Lo -

e — |

By + 8%y + A% =B, @)
%, + diyy Xy + %, = by
These are three linear equations in three variablesx,x,,x, with coefficients and

constant terms in the real field R. We wiite the above systern of equations in matrix
form as:

Ax =78 (i

% B

where A=[a)pi X=|x, | and B=|p,
%, b,

We know that the thatrix equation (ii) can be written as: X=A4'B (if 4 exisis)

We have alsiatly proved that 4= 1 adj 4

|4
A, 4, 4,
and adj A=[L =4, 4, 4, Cody=4,)
A, Ay Ay
X { 4, 4, 4|4 1 A+ 4ub, + 45
Thus | x, =H 4, 4, Ag|| b =M AB + Aphy + A b,
% Ay Ay Ay || b Ay + Apb, + Ayh,




it O B P e

'411:.+A‘111|:,+A,1b,'
A
i | & | 42q+ﬁzwh,
B ah s Ak b,
4
h a, a,
b, @y ay
Hence xl=blAll+bzA21+b3A!1 = % e I (ﬁi}
4 4 X
a, b a,
@ b ay
_h4,+b 4, +04, |4 B .
B 4 TA o
ay G B
ay @y b
_bA, b4, +h Ay 0 a4 B
X A| |4 )

The method of solving the system with the help of results (iii), (iv) and (v) is often
referred to as Cramer’s Rule.

I +x,—-x,=—-4
[ETrI13| Use Cramer’s rule to solve the system, x,+x,—2.::5=—4}
% +25-x%=1
3 1 -1
O Here|d|=|1 1 -2|=3(-1+4)—1-(-1-2)-1-(2+1)
-1 2 -1
=9+3-3=9
-4 1 -1
-4 1 -2
%, z=l! ;'! -1 =-4(—1+4)-1(e;+2)—1(-s—1)
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_-12-6+9_-9
9 9
3 4 -1
1 -4 -2
-1 1 =1 34+2)+4(-1-2)-1(1-4)
RETTy T 9
=1!!—12+3=2=1
9 9
31 4
1 1 -4
ol 2 1 _3(+8)-10-4)-42+D) _27+3-12_18
5

9 9 9
Hence x=-1x=1x=2 '
Thus, the solution set ia {(x,, %, %,)} = {(-1, 1.2)}
4.9 System of Homogeneous Linear Equations
The system of following homogencons lineat equations:

&%+ 8% + 8%, =0]

Gy + 85X, + X, =00 D

@y % + 835X, +ay =0
is always satinfied by x; .=._'Q.,:-:'2 =0 and x, = 0, 5o such a system is always consistent.
Trivial Selution: The golution (0, 0, 0} of the above homogeneous system is called
the trivial solution,
Nen-Trivial Splution: Any other solution of system (i) other than the trivial solution
is called a non-irivial solution.
4.9.1 Sclution of System of Homogeneous Linear Equations by

Gausgian Elimination Method

Gaussian Elimination is a systematic method for solving systems of linear equations,
named after the German mathematician Carl Friedrich Gauss, It involves performing
a series of row operations on the gystemn's augmented matrix to transform it into row-
echelon form. Once the matrix is in this gimplified form, the solution to the system
can be determined through back substitution. This method is widely used due to its
efficiency and clarity in solving linear systems,
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Selve the following system of equations by Gaussian Elimination

mﬂhod.
x+2y+z=0
2x+ 3p+ 4z=0
4+ 3p+22=0
EXTTTTY, The sugmented matrix is
1 2 1|0]
4=|23 4|0
43 2|0
1 2 1|0
Elo -1 2|0|ByR,+(-DR > R.endR, +(<4)R > R!
0 -5 -2|0]
1 2 1]0]
= Blo 1 -2|0(By-DR, >R,
0 -5 —2|0]
1 2 10
=> R0 1 —2|0|ByR+5R, >R,
0 0 -12(0
1 2 1/9
> Rlo 1 =30 By[;—;J& R, (Rank of 4 = 3 = number of varibles)
0 00 1|0
The mairix 18 it row-echelon form.

By back-substitution, from the third row, z=0.
From the second row: y—2z=0
¥—2(0)=10
y=0
From the first row, x + 2y + z =0, substituting y = 0 and x = 0, we have
x+2(00+0=0
x=0
Thus, the system has only trivial solution, i.e., (x .y, z) = (0, 0, 0).
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Solve the following system of equations using Gaussian Elimination
Met'lmd

%+ 5+ % =0
X— X+3x =0
% +35-x =0
Theargummtedmalrb;is
1 1 1|0
4,=1 -1 3|0
1 3 -1|0
1 1 1]0
£lo -2 2/0| ByR,+(-DR »&, and R+(-DR S R,
0 2 -2/0 |
1 1 1/0]
= £lo 1 -1/0 By[—l)&—bfi‘,’
0 2 -2(0 2
1 1 1|0]
= #®|o 1 -1/0| ByR+(-2)R, >E (Rank of 4 <number of variables)
0 0 0]0]

The matrix is in row-echelon form
Thug, the above system is reduced to the equivalent system of equations
x gyt =0 ©
X—% =0 (iD)
Ox, =0
From (i) and (ii), we get
X =%~ (i)
. =%
Substituting x, =x, in (ii), we get
R
= X =-ix (iv)
As x, is arbifrary, so we can find infinitely many values of x; and x, from (jii) and (iv)
or the system is satisfied by x, = -2¢, x, = # and x, =1 for any value of ¢.




From above examples we observe that:

Rule — I: Homegeneous system of linear equation has only trivial solution if
rank of 4 = number of variables.

Rule — IT: Homogensoug system of linear equation has non-trivial solution if
rank of 4 < number of variables.

4.10 Applications of Matrices in Real World
Matrices play a crucial role in solving real-world problems across various fields, In
graphic design, they help manipulate images through u'tusformatmns]:lke scaling,
rotation, and reflection. Dats encryption and cryptography use mattices for secure
use¢ matrices to model and predict earthquake wave behavior. Geometric
transformations, suahash‘anslaﬁonanddﬂaﬁun,relyunmaﬁmtomodifyshapesin
computer graphice. Additionally, social network amalysis leverages matrices to
represent and analyze relationships between mdnnduals, identifying key influencers
and connections in a network.
Transformation or Reflection Matrix js a mathematical tool that represents the
reflection of & point or object across a mirror line in a coordinate plane. [t's a8 matrix
representation of a reflection transformation. In two dimensions, this typically meana
reflecting across the x-axis, y-axis or @ line such as y =x.

o
_ﬂ _1_
-
= 0 1_

To reflect & matrix over the x-axis, we have to multiply it by

To reflect a matrix over the y-axis, we have to multiply it by

01
To reflect s matrix over the line y =x, we have to multiply it by [1 D]

A ftriangle has the vertices 4(2, 3), B(-1, 4) and (3, —2). Find the
vertices of the reflected triangle over the x-axis by using transformation matrix.
EZITTTT, To reflect a point across a certain axis or line, we have multiply the point
as a column vector by the corresponding transformation matrix,

Here, to reflect the given points over the x-axis, we use the transformation matrix

2.




Write Ihe points as column matrices

BT

s ot 1332

0 -1§|3 0-3 3

e[,

e 1 L PR

Thus, the vertices of the reflected triangle are 4°(2, -3), B'(-1, —4) and C'(3, 2).
Coding is the process of converting a8 message into a specific format using a code. A
code i8 a system of aymbols, words or signals used-to represent other words or
meanings. It's often used to hide the actual meaning of'a message.

To decode a message, we multiply coded matrix by the inverse of the given matrix.

1. 2
[BFTE17| Use matrix 4 = [ ]tn encode the message: ATTACK, where

3 1
letters A to Z are corresponding to the'numbers 1 to 26,
Solution §s--
A B C D B F G H I I K L M
1 2 3 4 5 4] 7 8 8 10 11 12 13
N C P Q R 5 T u v W X Y Z
14 15 16 17 18 19 20 21 22 23 24 25 26

Divide the letters of the message into groups of two.
AT TA CK
Asgign the.numbers to these letters and convert each pair of numbers into 2 x 1

- A1 - BT G-

: = = ) 2] |
Sn,memessa,gemZXImatnoesm[zﬁ][l][”]

Now to encode, we multiply, on the left, each mairix of our message by the matrix 4.

NN




20 + 2] _[22
1] |60 + 1] |61

[1 2] [3' 3 + 22] [25

(3 1 [11] |9 + 11]| |20]
_ 41][22][ 25
So, the degired coded message i
N [23] _61] [20]
WV EXERCISE 43 _{
1. Find the inverses of the following matrices by using row operatibps:
2 6 -3 1 2 -1 1 6.2
@0 -2 0 G |0 -2 8| () {2013 0
-2 5 6 1 0 2] _ [0-11
2. Find the mok of the following matrices: |
ozl @GP el YT
3 1 4 -2 i
8 1 —1 2 5 2 -3 3
3. Solve the following system;s'uf'l.'incﬂr equations by Cramer’s rule:
&+y-z=1| ' x+2x,—3x,=0 2% — 2 +x,=1
M x-y+2z=3¢ " (@) -ntu=>5; () n+2n+2%=2
3x+2y+z=4 2% +3x,+2x,=3 x—2x,—x=1
4. Solve t_he fpﬁd'wing systems of linear equations by matrix inversion method:
x=2y+z=—1 2%+ x,+3x,=3 xty=2
(i) 3x+y-2z=4 (i) x+3x,-2x,=0) (iii) 2x-z=1
y-z=1 —3x—x,+2n=4 2y-3z=-1

5. Solve the following systams by reducing their sugmented matrices to the
echelon form and the reduced echelon forms:

*+2x,—2x,=-1 +2y+z=2 X +4x,+x,=2

) 2x+3x+x,=1 ; G) 2x+p+2z=3 (iii) Zx +x,—2x%,=9
5% +4x,-3x% =1 2x+3y—2z=7 Ig+x,—x=12




10.

11.

<.n,> T _:

Solve the following systems of homogemeous linear equations by using
Gaussien elimination method:

x+4y-2z=0 x+4x,4+2x,=0 x+2x,—-x=0
) 2x+y+5z=0 (i) 2x+x-3x%=0) (i) x-x+55=0
Sx+2y+8z=0 3 +2x,—4x,=0 2x +x,+4x, =0

A triangle has vertices at 4(4,1), 8(-2,5) and C{0.—3). Find the vertices of the
reflected triengle over the y-axis using 8 transformation matrix.

( ‘::lf;m 0 0
The point 4 is mapped to (30, 20, —5) by the suhngmam;@g -5 0],
4“\ 0 0 -5
Find the coordinates of 4. /\"Ci'
[Hint: If 4 is mapped to A’ by scaling matrix £, then P4 = 4"]

Find the equauonafthemgeofﬂmcm%nhequauuny x* under the
transformation with a.ssocmledma.h‘m

1 0 I%Q

Use the matrix A = |2 -1 3tncnmdetl1cmmsage:KEEPITUP,whm

0 C}(\z

letters A toZm g to the numbers 1 to 26.
\a,. .

~\ 117257 [22

Decode the'u‘.l'tzpﬂage 20 || 10 || 14 | that was encoded using matrix

gi_) 43| 41] |41

A=1 0 1|, where the numbers 1 to 26 are comesponding to the lstters
21 1

Ato Z , and 27 is representing space or =",




