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Questions

Seach algorithm more efficinet for large datasets.

What is the main advantage of Dynamic programming.

How does Divide and conquere work.

Why is bubble sort not for large datasets.

Whcihis an likdefined problem.

What defines a Greedy algorithm

What is generate and Test algorithm

What does page rank algorithm analyze.

Which problem gives yes /no answer.

What is a key limitatio of Greedy Algorithms.

The meanig of NP in computational complexity is.

When is Generate and Test best.

What is role of algorithm in problem solving.

An algorithm with a time complexity of O(n log n):

How does Divide and conqurr work

Answers Choice

W= OOLP

. <p>Bubble sort</p>

. <p>Merge sort</p>

. <p>Quick Sort</p>

. <p>Selection sort</p>

. <p>Avoid redundant work</p>
. <p>Locally optimal results</p>

C. <p>Solve independent
problems</p>
D. <p>Explore alloptions</p>
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. <p>Make local chices</p>

. <p>Break ,solve, combine</p>

. <p>Store subproblem results</p>
. <p>Try alloptions, backtrack</p>

. <p>Needs more memory</p>

. <p>0 (n2) time complexity</p>

. <p>Works on sorted data only</p>
. <p>Can't handle numbers</p>

. <p>Check even number</p>

. <p>Find shortest path</p>
<p>Reduce poverty</p>

. <p>Count book arrangements</p>

<p>Explore all solutions</p>

. <p>Make best local choice</p>
. <p>Store results</p>

. <p>Divide problems</p>

. <p>Tests all options</p>

. <p>Picks one solution</p>
<p>skips testing</p>
<p>Uses no logic</p>

<p>Page links</p>
<p>page color</p>
<p>Page size</p>
<p>Page font</p>

. <p>Search</p>
<p>Decision</p>
<p>Optimization&nbsp;</p>
<p>Counting</p>

<p>Too complex</p>
<p>Always optimal</p>

. <p>Not always optimal</p>
. <p>High memory use</p>

. <p>Non deterministic polynomial

time</p>
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. <p>Negative polynomial time</p>
. <p>No trivial polynomial time</p>
. <p>Numerical polynomial time</p>

. <p>small prblem space</p>

. <p>Large problem space</p>
. <p>No testing needed</p>

. <p>No solutions exist</p>

. <p>Gives steps</p>

. <p>Ignores logic</p>
<p>Random process</p>
<p>Blocks solutions</p>

<p>Bubble sort</p>

. <p>Binary Search</p>
<p>Merge Sort</p>
<p>Insertion sort</p>

. <p>Make local choices</p>
. <p>Break, sole, combine</p>
. <p>Store subproblem results</p>
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What does time complexity measrue.

How does Backtracking work.

P vs NP asks if

What is the main advantages of dynamic programming.

An algorithm that sort data by stepping thourgh the list and swapping adjacent
elements if needed is.

<p>Try all options, backtrack</p>
<p>Memory use</p>

<p>Number of loops</p>
<p>Output accuracy</p>

<p>Break into parts</p>

<p>Store subproblems</p>
. <p>Make local choices</p>

. <p>Fast solutions are in NP</p>

. <p>Debug rrors</p>
. <p>Improve hardware</p>

DOW» DOWPH DOTH O

B. <p>Locally optimal results</p>
C. <p>Solves independent
problems</p>

D. <p>Explore alloptions</p>

A. <p>Selection sort</p>
B. <p>Quick sort</p>

D. <p>Merge sort</p>



